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On the additive (Z4-linear and non-Z4-linear)

Hadamard codes. Rank and Kernel
Kevin T. Phelps, Josep Rifà, Senior Member, IEEE, and Mercè Villanueva

Abstract— All the possible non-isomorphic additive (Z4-

linear and non-Z4-linear) Hadamard codes are character-

ized and, for each one, the rank and the dimension of the

kernel is computed.

Index Terms— additive codes, extended perfect codes,

Hadamard matrices, Hadamard codes, kernel, rank, Z4-

linear codes.

I. INTRODUCTION

Let Z4 and F = Z2 be the additive groups of integers

modulo 4 and 2 respectively. Let Fn denote the set of

all binary vectors of length n. The Hamming distance

between two vectors x, y ∈ Fn is denoted by d(x, y).

The support of a vector x ∈ Fn is the set of nonzero

coordinate positions of x and is denoted by supp(x).

A (binary) (n, M, d)-code is a subset, C, of Fn such

that |C| = M and d(c1, c2) ≥ d for every different

c1, c2 ∈ C. The elements of a code are called codewords.

A 1-perfect code C of length n is a subset of Fn such

that all the vectors in Fn are within distance one from a
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unique codeword. For any t > 1 there exists exactly one

linear 1-perfect code of length 2t−1, up to isomorphism,

which is the well-known Hamming code. An extended

code of the code C is a code resulting from adding an

overall parity check digit to each codeword of C.

Two codes C1, C2 ∈ Fn are equivalent if there exists

a vector a ∈ Fn and a permutation π such that C2 =

{a + π(c) | c ∈ C1}.

Two structural properties of non-linear codes are the

rank and kernel. The rank of a binary code C, r =

rank(C), is simply the dimension of the linear span of

the words of C. By the binary orthogonal code of the

non-linear code C, denoted by C⊥, we mean the dual of

the subspace spanned by C having dimension n−r. The

kernel of a binary code C is defined as K(C) = {x ∈

Fn | x + C = C}. If the zero word is in C, then K(C)

is a linear subspace of C. In general, C can be written

as the union of cosets of K(C) and K(C) is the largest

such linear code for which this is true [1]. We will denote

the dimension of the kernel of C by k = ker(C).

The celebrated article [12] about Z4-linear codes

has spawned significant research relating such codes to

classical well-known codes which were not linear, such

as the Preparata codes or the Kerdock codes as well as

linear codes such as Reed-Muller codes. The tool used

to view a Z4 code as a binary code is the Gray map ϕ,

which takes a Z4 symbol and maps it into a pair of bits as
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follows: ϕ(0) = 00, ϕ(1) = 01, ϕ(2) = 11, ϕ(3) = 10.

The Gray map is an isometry which transforms Lee

distances defined in the quaternary ones to Hamming

distances defined in the binary codes.

More general than the Z4-linear codes are the additive

codes, which, roughly speaking, can be seen as codes

with some coordinates in Z2 and other coordinates in

Z4 in such a way that the code is an Abelian subgroup

of (Zα
2 × Zβ

4 ,+), where + means the usual additive

operation on Z2 and Z4.

The paper is arranged as follows. In section 2, we

introduce the definitions, constructions and general prop-

erties for additive codes and Hadamard additive codes.

In section 3 and 4 we compute, respectively, the rank

and the dimension of the kernel for additive (Z4-linear

and non-Z4-linear) Hadamard codes, using the fact that

they are the additive dual of extended 1-perfect additive

codes. We will see that either of these two parameters,

the rank or the dimension of the kernel, completely

characterize these codes.

II. ADDITIVE CODES AND ADDITIVE HADAMARD

CODES

Let ? be a binary operation defined in Fn, such that

u ? v ∈ Fn for v, u ∈ Fn. We consider the algebraic

structure of Fn with such an operation. Let 0 be the

zero vector and, for i = 1, . . . , n, let ei be the vector of

weight 1 with the nonzero coordinate in the ith position.

The operation ? : Fn × Fn −→ Fn is said to be

distance-compatible (see [10]) if for every v ∈ Fn there

exists a coordinate permutation πv , such that:

(i) v ? ei = v + eπv(i), for i = 1, . . . , n

(ii) v ? 0 = 0 ? v = v

(iii) v ? ei = w ? ei if and only if w = v.

If (Fn, ?) is a group and ? is distance-compatible, then

we say that (Fn, ?) is a distance-compatible group.

Definition 2.1: An additive code of length n is a sub-

group of (Fn, ?), where (Fn, ?) is a distance-compatible

Abelian group.

Additive codes were first defined in [4, p.71] in terms

of association schemes. In [2] it is proved that, when

the association scheme is the Hamming scheme Fn, then

Definition 2.1 is equivalent to that of [4]. Also in [2] it

is proved that a (binary) additive code (C, ?) of length n

is isomorphic to a subgroup of (Zα
2 × Zβ

4 ,+), where +

means the usual additive operation on Z2 and Z4. Code

C has length n = α + 2β as a binary code and we will

say that C is an additive code of type (α, β). Note that

the case β = 0 corresponds to a binary linear code and

the case α = 0 corresponds to a Z4-linear code.

The isomorphism (Zα
2 ×Zβ

4 ,+) ∼= (Fn, ?), where α+

2β = n is given by:

Φ(x, y) = (x, φ(y)) ∀x ∈ Zα
2 , ∀y ∈ Zβ

4 ;

where φ : Zβ
4 −→ Z2β

2 is the usual Gray map, that

is, φ(y1, . . . , yβ) = (ϕ(y1), . . . , ϕ(yβ)), and ϕ(0) =

(0, 0), ϕ(1) = (0, 1), ϕ(2) = (1, 1), ϕ(3) = (1, 0).

Hence, u ? v = Φ(Φ−1(u) + Φ−1(v)), ∀u, v ∈ F n.

We will use C to mean the additive code in Fn and

C = Φ−1(C) for the subgroup in Zα
2 × Zβ

4 .

In C we define an inner product (see [9]) such that for

any u, v ∈ C we have

u·v = 2(
α∑

i=1

uivi) +
α+β∑

j=α+1

ujvj ∈ Z4

and we also define the dual code C⊥ in the standard way

C = {u ∈ Zα
2 × Zβ

4 | u·v = 0 for all v ∈ C}.

We will use C⊥ = Φ(C⊥) to mean the binary code,

additive dual of C.

A Hadamard matrix H of order n is an n×n matrix

of +1’s and −1’s such that HHT = nI , where I

is the n × n identity matrix. In other words, the real
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inner product of any row with itself is n and distinct

rows are orthogonal. Since nH−1 = HT , we also have

HT H = nI , thus the columns have the same properties

and the transpose of any Hadamard matrix, H , is also a

Hadamard matrix, which is not necessary equivalent to

H . We know that if a Hadamard matrix H of order n

exists, then n is 1, 2 or a multiple of 4 (see [6]).

Two Hadamard matrices are equivalent if one can

be obtained from the other by permuting rows and/or

columns and multiplying rows and/or columns by −1.

We can change the first row and column of H into +1’s

and we obtain an equivalent Hadamard matrix which is

called normalized.

From now on, we will use H ′ to denote a normalized

Hadamard matrix of order n. If +1’s are replaced by 0’s

and −1’s by 1’s, H ′ is changed into a (binary) Hadamard

matrix c(H ′). Since the rows of H ′ are orthogonal, any

two rows of c(H ′) agree in n/2 places and differ in n/2

places, and so have Hamming distance n/2. The binary

(n, 2n, n/2)-code consisting of the rows of c(H ′) and

their complements is called a (binary) Hadamard code

(see [6]) and we will use H to denote it.

A first and easy example of a Hadamard matrix is

given by the binary dual code of an extended (binary)

Hamming code. When we consider non-linear extended

(binary) 1-perfect codes, we can find Hadamard matri-

ces in [5] constructed by using the codewords of the

quaternary dual code corresponding to an extended 1-

perfect Z4-linear code. A more general construction can

be found in [3] where additive codes are used and not

just Z4-linear ones. In all these cases, the Hadamard

matrices will have order a power of 2.

Let (C, ?) be an additive code of type (α, β). For

each x ∈ C we can define a coordinate permutation

πx, such that for every y ∈ C, x ? y = x + πx(y).

Again let ei be the vector with all the coordinates zeroes

except for the i-th coordinate which is 1. If i is in the

first α coordinates, then πx(ei) = ei, otherwise let i′

the companion coordinate of i after the Gray map, then

permutation πx is such that

πx(ei) = ei if i, i′ /∈ supp(x)

πx(ei) = ei if i, i′ ∈ supp(x)

πx(ei) = ei′ if i ∈ supp(x) and i′ /∈ supp(x)

πx(ei) = ei′ if i′ ∈ supp(x) and i /∈ supp(x)

Code (C, ?) is also a propelinear code and for our

purposes we only need to emphasize that for all x, y ∈ C

we have πx?y = πxπy (see [11]).

Lemma 2.1: Let (C, ?) be an additive code (Defini-

tion 2.1) and let D be the binary linear span of C, so

D is the minimum linear binary code which contains

C. Then D is generated by all the vectors πx(y), where

x, y ∈ C and (D, ?) is an additive code too.

Proof: For x, y ∈ C we have that x ? y = x +

πx(y) ∈ C and so, x + x ? y ∈ D. This means that for

all x, y ∈ C, πx(y) ∈ D. Let S be the binary linear

span of {πx(y)}. Note that C ⊂ S, since 0 ∈ C and

x = π0(x), so D = S.

To prove that D is an additive code we need to show

that ( ∑
j

πxj (yj)
)

?
( ∑

k

πxk
(yk)

)
∈ D (1)

where all the vectors xj , yj , xk, yk are in C. Since

operation ? is commutative and, in general, a? (b+c) =

a + (a ? b) + (a ? c), to prove (1) we just need to see

that for all x, y, z, w ∈ C

πx(y) ? πz(w) ∈ D.

We know that πx(y) ? πz(w) = πx(y) + ππx(y)(πz(w))

so, we need to prove that ππx(y)(πz(w)) ∈ D. Now ob-

serve that for all a, b, c ∈ C we can compute ππa(b)(c) =

c + πa(b) + πa?c(b), since πa(b) ? c = c ? πa(b) and
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thus ππx(y)(πz(w)) = πz

(
w + πx(y) + πxπw(y)

)
=

πz(w) + πz?x(y) + πz?x?w(y) ∈ D.

III. ADDITIVE Z4-LINEAR HADAMARD CODES.

RANK AND KERNEL

We will begin considering Z4-linear Hadamard codes.

These codes are the quaternary dual of the extended 1-

perfect Z4-linear codes.

The characterization of the extended 1-perfect Z4-

linear codes, up to equivalence, is given in [3], so we

know that for each possible length, n = 2t, there are

exactly b t + 1
2

c non-equivalent extended 1-perfect Z4-

linear codes. Each one of these codes can be given by a

parity check matrix consisting of all column vectors of

the form Z̄γ
2 × {1 ∈ Z4} × Zδ−1

4 , where t + 1 = γ + 2δ

and Z̄2 means the subgroup {0, 2} ⊂ Z4. This parity

check matrix can be seen as the generator matrix for the

corresponding Z4-linear Hadamard code which is a code

of type 4δ2γ using the same notation as in [12]. Note that

in all these codes the quaternary all ones vector (which

we will denote by 1) is always into the code.

For instance, in the case n = 32 (t = 5) there are

three possible generator matrices given by (γ = 0, δ =

3), (γ = 2, δ = 2) and (γ = 4, δ = 1). The figure 1

shows the generator matrix for the corresponding Z4-

linear Hadamard code with parameters (γ = 2, δ = 2).

Cases δ = 1 and δ = 2 give us isomorphic Z4-

linear Hadamard codes, so there are b t− 1
2

c, and not

b t + 1
2

c, non-equivalent Z4-linear Hadamard codes (see

[5] or Corollary 3.4).

Now, we will compute the rank and the dimension of

the kernel for all these Z4-linear Hadamard codes.

Proposition 3.1: For all δ ∈ {3, . . . , b t + 1
2

c}, the

corresponding quaternary dual code of the extended 1-

perfect Z4-linear code, that is, the Z4-linear Hadamard

code H has rank(H) = t + 1 +
(

δ − 1
2

)
. For δ = 1, 2,

the Z4-linear Hadamard code is a binary linear code and

has rank(H) = t + 1.

Proof: By Lemma 2.1, we know that for all x, y in

the Z4-linear Hadamard code H, vectors πx(y) generate

the binary linear span of this code, and so the rank will

be the number of independent vectors in {πx(y) |x, y ∈

H}.

In the generator matrix G of H there are γ vectors

of order two (e.g. see figure 1) and δ vectors of order

four. Take the Gray map of the vectors of order two

and, for the vectors u of order four consider x = Φ(u)

and πx(x) = Φ(3u). All these γ +2δ binary vectors are

independent since for the vectors of order four x = Φ(u)

and πx(x) = Φ(3u) are independent over Z2 . Now, we

have established that the rank will be γ + 2δ + d, where

d is the number of additional independent vectors taken

from {πx(y)}, where x, y correspond to different rows

in the quaternary part of G. Since x?y = y?x, πy(x) =

y + x + πx(y), there are a maximum of
(

δ

2

)
additional

independent vectors. We know that πΦ(1)(y) = πy(y),

so we can rule out these vectors in the previous count.

Moreover, the rest of vectors πx(y), where x 6= y and

x, y 6= Φ(1) are independent, since there exists some

quaternary coordinate where vectors x and y have value

(01) and all the other vectors have value (00) but for the

vector πx(y) which has the value (10). Then, the rank

is γ + 2δ +
(

δ − 1
2

)
= t + 1 +

(
δ − 1

2

)
.

Note that for δ = 1, 2 the above argument can not be

considered so, in these cases, the rank is only γ + 2δ =

t + 1.

We know that two equivalent codes have the same

rank, so this previous result (Proposition 3.1) leads us to

Corollary 3.4.

The kernel for Z4-linear Hadamard codes was previ-
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
0 0 2 2 0 0 2 2 0 0 2 2 0 0 2 2

0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 2 2 2 2 3 3 3 3


Fig. 1. Generator matrix for the Z4-linear Hadamard code with parameters (γ = 2, δ = 2)

ously computed in [5] (see also [3]), but we will prove

the statement again in order to keep our arguments self

contained.

Lemma 3.2: Let C be a Z4-linear Hadamard code,

then the only independent vectors in the kernel of C are

those of order two and vector Φ(1).

Proof: A vector v ∈ C is in the kernel if and only if

v+x ∈ C, for all x ∈ C. We know that v+x = v?πv(x),

so v ∈ C is in the kernel if and only if πv(x) ∈ C, for

all x ∈ C. Vectors v of order two have πv = Id and are

in the kernel. The vector Φ(1), for which πΦ(1)(x) =

πx(x) = x ? x ? x ∈ C, is also in the kernel of C.

Apart from these vectors, we will see that there are

no more independent vectors in the kernel of C. By the

proof of Proposition 3.1, all the vectors x 6= y which

are not of order two and x, y 6= Φ(1), the πx(y) form

a set of independent vectors and also independent from

vectors of order two in C. By Lemma 2.1 these vectors

are in the linear span of C, but out of C.

Proposition 3.3: [5] (see also [3]) For all the val-

ues δ ∈ {3, . . . , b t + 1
2

c}, the corresponding Z4-linear

Hadamard code of length 2t has ker(H) = t + 2 − δ.

For δ = 1, 2, the Z4-linear Hadamard code is a binary

linear code and has ker(H) = t + 1.

Proof: By Lemma 3.2 in the Z4-linear Hadamard

code, H , all the vectors of order two and the vector Φ(1)

are in the kernel, so all the γ vectors of order two and

the δ vectors x ? x, for all x in the last δ rows of the

generator matrix G, are in the kernel. This means that

in the kernel there are at least γ + δ + 1 = t + 2 − δ

independent binary vectors. Again, by Lemma 3.2, for

δ ≥ 3 there are no more vectors in the kernel.

Finally, after doing the exact computation for the

rank and the dimension of the kernel, we can give the

following characterization that was previously stated in

[3] and [5].

Corollary 3.4: [3], [5] For each possible value δ, there

exists a unique quaternary dual code H of the extended

1-perfect Z4-linear code and all these codes H are

pairwise non-equivalent, except for δ = 1 and δ = 2,

where the codes H coincides with the binary dual of the

extended Hamming code.

IV. ADDITIVE NON-Z4-LINEAR HADAMARD CODES.

RANK AND KERNEL

Next question leads us to consider additive non-Z4-

linear Hadamard codes. The additive dual of these codes

are the extended 1-perfect additive non-Z4-linear codes.

The characterization of the extended 1-perfect additive

non-Z4-linear codes, up to equivalence, is given in [3],

so we know that for each t ≥ 3 and length, n = 2t,

there are exactly b t

2
c non-equivalent extended 1-perfect

additive non-Z4-linear codes. Each one of these codes is

the kernel of a group homomorphism

Zα
2 × Zβ

4 −→ Zγ
2 × Zδ

4,

July 29, 2005 DRAFT
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
1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2

0 0 0 0 1 1 1 1 0 0 0 0 0 0 2 2 2 2 2 2

0 0 1 1 0 0 1 1 1 1 1 1 0 2 1 1 1 1 0 2

0 1 0 1 0 1 0 1 0 1 2 3 1 1 0 1 2 3 1 1


Fig. 2. Generator matrix for the additive non-Z4-linear Hadamard code with parameters (α = 8, β = 12, γ = 2, δ = 2)

where α = 2γ+δ−1, β = 2γ+2δ−2 − 2γ+δ−2 and they

can be given by a parity check matrix

 A B

D Q

.

The submatrix A is a binary (γ × α) matrix; B is a

(γ×β) matrix whose elements are in Z̄2 = {0, 2} ⊂ Z4;

D is a binary (δ × α) matrix and Q is a quaternary

(δ× β) matrix. The column vectors of this parity check

matrix are all possible (up to sign) vectors of the form

{1 ∈ Z2} × Zγ−1
2 × Zδ

4, where δ ∈ {0, 1, 2, · · · , b t

2
c}

and γ +2δ = t+1. There are exactly α nonzero column

vectors of order two which we will write as the first

α columns using binary notation and β independent

column vectors of order four which we will write as the

last β columns. This parity check matrix can be seen

as the generator matrix for the corresponding additive

non-Z4-linear Hadamard code.

For instance, in the case n = 32 (t = 5) there are three

possible generator matrices given by (γ = 2, δ = 2),

(γ = 4, δ = 1) and (γ = 6, δ = 0). The figure 2 shows

the generator matrix for the corresponding additive non-

Z4-linear Hadamard code with parameters (γ = 2, δ =

2) and so (α = 8, β = 12).

Cases δ = 0 and δ = 1 give us isomorphic additive

non-Z4-linear Hadamard codes, so there are b t

2
c non-

equivalent additive non-Z4-linear Hadamard codes (see

Corollary 4.3).

Now, like in the Z4-linear case, we are interested in

computing the rank and the dimension of the kernel

for all non-equivalent additive non-Z4-linear Hadamard

codes.

Lemma 4.1: Let C be an additive non-Z4-linear

Hadamard code, then the only vectors in the kernel of

C are those of order two.

Proof: The proof follows that of Lemma 3.2, but

avoids the vector Φ(1) which is not in the code.

Proposition 4.2: For all δ ∈ {2, · · · , b t

2
c}, the cor-

responding additive dual code of the extended 1-perfect

additive non-Z4-linear code of length 2t, that is, the ad-

ditive non-Z4-linear Hadamard code H has rank(H) =

t + 1 +
(

δ

2

)
and ker(H) = t + 1 − δ. For δ = 0, 1,

the Hadamard code is a binary linear code and has

ker(H) = rank(H) = t + 1.

Proof: For the rank, the argument is similar to

Proposition 3.1, except for the considerations about

vector Φ(1) which is not in the code. So, finally the rank

is γ + 2δ +
(

δ

2

)
= t + 1 +

(
δ

2

)
. Note that for δ = 0, 1

the general computation, like in Proposition 3.1, can not

be considered and the rank is only γ + 2δ = t + 1.

For the kernel, the argument is similar to Proposition

3.3, but using Lemma 4.1 instead of Lemma 3.2.

Using the fact that different rank (or different dimen-

sion for the kernel) means the codes are non-equivalent,

we can conclude that there are b t

2
c non-equivalent

Hadamard codes as can be summarized in the following

proposition.

Corollary 4.3: For each possible value δ, there exists
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a unique additive dual code H of the extended 1-perfect

additive non-Z4-linear code and all these codes H are

pairwise non-equivalent, except for δ = 0 and δ = 1,

where the codes H coincides with the binary dual of the

extended Hamming code.
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