On the Nonexistence of Completely Transitive Codes
Joaquim Borges and Josep Rifà, Member, IEEE

Abstract—Completely transitive codes were introduced by P. Solé as a special case of binary linear completely regular codes. The existence of such codes is closely related to the existence of certain permutation groups. The nonexistence of highly transitive permutation groups allows us to prove the nonexistence of completely transitive codes with error-correcting capability greater than 4.
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I. INTRODUCTION

Let $F^n$ be the $n$-dimensional vector space over $GF(2)$. The Hamming weight $wt(v)$ of a vector $v \in F^n$ is the number of its nonzero coordinates. The Hamming distance between two vectors $v, u \in F^n$ is $d(v, u) = wt(v + u)$.

A binary linear code $C$ of length $n$ is a linear subspace of $F^n$. The elements of $C$ are called codewords. We will denote by $d$ the minimum distance between any two distinct codewords. We call $C$ an $e$-error-correcting code if $e \leq (d - 1)/2$. A code with only one codeword is said to be trivial. A code with only all-one codeword and all-zero codeword is called a repetition code. In this correspondence we will assume that all codes are binary, linear, and nontrivial.

Given any vector $v \in F^n$, its distance to the code $C$ is

$$d(v, C) = \min_{v \in C} \{d(v, x)\}$$

and the covering radius of the code $C$ is

$$\rho = \max_{v \in F^n} \{d(v, C)\}.$$

Given two sets $X, Y \subset F^n$, we also define the sum $X + Y$ as the set of all vectors that can be expressed as the sum of a vector in $X$ and a vector in $Y$. We write $X + x$ instead of $X + \{x\}$.

A binary linear code $C$ of length $n$ is called completely regular if $\forall v \in F^n$ and $\forall p = 0, \ldots, n$, the number of codewords at distance $p$ apart from $v$ depends only on $p$ and $d(v, C)$.

An automorphism of $C$ is a coordinate permutation fixing $C$. The set of all automorphisms of $C$ is the full automorphism group of $C$ and is denoted by $Aut(C)$. $Aut(C)$ acts in the following way on the quotient set $F^n/C$: $\forall \alpha \in Aut(C) \alpha(C + x) = C + \alpha(x)$, for all $x \in F^n$.

We call $C$ a completely transitive code if $Aut(C)$ acting on $F^n/C$ has exactly $\rho + 1$ orbits. Since two cosets in the same orbit have identical weight distribution, we have that a completely transitive code is always completely regular. For a more detailed proof see [10].

Let $C$ be a binary linear $e$-error-correcting code. It has been conjectured for a long time that if $C$ is a completely regular code and $|C| > 2$, then $e \leq 3$. In fact, this conjecture has been also stated for nonbinary and nonlinear codes. Moreover, in [8] it is conjectured that the only completely regular code $C$ with $|C| > 2$ and $d \geq 5$ is the well-known extended binary Golay code. In this correspondence we do not attempt to prove this conjecture but we study the subclass of completely transitive codes, which is strictly contained in the class of completely regular codes (see [10]). Our main result is Theorem 5 which states the nonexistence of completely transitive codes with more than two codewords and error-correcting capability greater than four.

II. PRELIMINARIES ON PERMUTATION GROUPS

Let $G$ be a finite permutation group acting on an $n$-set $X$. We say that $G$ has degree $n$. $G$ is called $t$-transitive ($0 < t \leq n$) if for any pair of ordered $t$-tuples of distinct elements of $X \{x_1, \ldots, x_t\}$ and $\{y_1, \ldots, y_t\}$ there exists $\alpha \in G$ such that $\alpha(x_i) = y_i$ ($1 \leq i \leq n$). $G$ is $t$-transitive if it is $1$-transitive. $G$ is called $t$-homogeneous ($0 < t \leq n$) if for any pair of unordered $t$-sets of distinct elements of $X \{x_1, \ldots, x_t\}$ and $\{y_1, \ldots, y_t\}$ there exists $\alpha \in G$ such that $\alpha(\{x_1, \ldots, x_t\}) = \{y_1, \ldots, y_t\}$.

Of course, if $G$ is $t$-transitive, it is also $(t - 1)$-transitive and $t$-homogeneous. We also remark that if $G$ is $t$-homogeneous it is $(n - t)$-homogeneous.

The relationship between transitivity and homogeneity is very strong as we can see by means of the following result of Livingstone and Wagner [7].

Theorem 1: If $G$ is $t$-homogeneous, where $2 \leq t \leq n/2$, then $G$ is $(t - 1)$-transitive, and for $t \geq 5$ even $t$-transitive.

Proof: See [7] or [1, Theorem 2.19 p. 251].

The following result shows the nonexistence of nontrivial highly transitive groups.

Theorem 2: Let $G$ be a finite $t$-transitive group of degree $n$.

i) If $t > 5$, then $G$ is the symmetric or the alternating group of degree $n$.

ii) If $t = 5$ and $G$ is not the symmetric or the alternating group, then $G$ is one of the Mathieu groups $M_{12}$ or $M_{24}$ (of degree 12 or 24, respectively).

Proof: The reader may see [2], [3, p. 591] or [6, pp. 623–625].

III. THE EXISTENCE OF COMPLETELY TRANSITIVE CODES

The following two results may be found in [10, Propositions 7.2 and 7.3].

Proposition 3: Let $C$ be a binary linear code of length $n$ and covering radius $\rho \leq n/2$. If $Aut(C)$ is $\rho$-homogeneous, then $C$ is completely transitive.

Proposition 4: If an $e$-error-correcting code $C$ is a completely transitive code, then $Aut(C)$ is $e$-homogeneous on the coordinate positions.

The last proposition enables us to show that there is no completely transitive code with high error-correcting capability.

Theorem 5: If $C \subset F^n$ is an $e$-error-correcting completely transitive nontrivial code, then $e \leq 4$ or $C$ is a repetition code.

Proof: Assume that $C$ is not trivial. $Aut(C)$ must be $e$-homogeneous by Proposition 4. We have $|C| > 1$, then $d \leq n$ and $e \leq n/2$. Thus if $e \geq 5$, $C$ must also be $e$-transitive by Theorem 1.

i) If $e > 5$, then by Theorem 2, $Aut(C)$ is the symmetric or the alternating group of degree $n$. Suppose that $C$ has a codeword $x = (x_1, \ldots, x_n)$ which is neither the all-zero vector nor the all-one vector. Then, let $i, j$ and $k$ be distinct indices such that $x_i \neq x_k$ $(i, j, k \in \{1, \ldots, n\})$. The permutation cycle $\pi = (i, j, k)$ is in the alternating and symmetric group, so
$d(x, \pi(x)) = 2$ and this is a contradiction with the assumption $e > 5$. We conclude that $C$ is the repetition code of length $n$.

ii) Suppose that $e = 5$ and $\text{Aut}(C)$ is not the symmetric or the alternating group of degree $n$. Then by Theorem 2, $\text{Aut}(C)$ is either $M_{12}$ or $M_{22}$. If $\text{Aut}(C) = M_{12}$, then $C$ should be a nontrivial linear code of length 12 and minimum distance $d \geq 11$. Clearly, the only possibility is the repetition code. Assume that $\text{Aut}(C) = M_{22}$. Since $C$ is a nontrivial completely regular code, then the minimum-weight codewords form an $e \cdot (n, d, \lambda)$-design on the set of coordinates (see [12]), or $C$ is a repetition code. In any case $e \cdot (n, d, \lambda)$-design with $e \geq 4$ and $n \geq d + 2$, the number of blocks is $b \geq n(n-1)/2$ (this bound is given in [9]). Hence, we have at least $24 \cdot 23/2 = 276$ codewords and $C$ has dimension $k > 8$. But the sphere packing bound says that

$$2^k \leq \frac{2^{24}}{\sum_{i=0}^{24} (24)} \implies 2^k \leq 302$$

hence $k < 9$, which contradicts the previous result. Thus $C$ must be a repetition code.

Applying Proposition 3, it is easy to see that perfect and extended perfect Hamming codes are completely transitive with $e = 1$. Also, the perfect and the extended perfect binary Golay codes are completely transitive with $e = 3$. These examples, and some other ones, are also mentioned in [10]. For the case $e = 2$, we can consider the truncated binary Golay code $C$ (deleting any fixed coordinate form each codeword of the binary Golay code). Clearly, $C$ has length $22$, $e = 2$ and is invariant under the Mathieu group $M_{22}$, which is 3-transitive; therefore, $C$ is a completely transitive code by Proposition 3. This last example comes from [4].

Hence, for $e = 1, 2,$ or $3$, there exist completely transitive codes. As we have mentioned above, for $e > 3$ it has been conjectured that there is no completely regular code containing more than two codewords, and hence there is no completely transitive code, with the exception of the trivial or the repetition codes. This has been proved for the case $e = \rho$ (perfect codes) by Tietäväinen in 1973 (see [11]), and for the case $e + 1 = \rho$ (uniformly packed codes) by Van Tilborg in 1976 (see [5]). For $\rho > e + 1$ there is no proof of the conjecture.

We have shown the nonexistence of completely transitive codes for $e > 4$ with more than two codewords. However, the existence of such codes for $e = 4$ remains an open question.
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Abstract—In this correspondence we describe a class of codes over $\text{GF}(q)$, where $q$ is a power of an odd prime. These codes are analogs of the binary Reed–Muller codes and share several features in common with them. We determine the minimum weight and properties of these codes. For a subclass of codes we find the weight distribution and prove that the minimum nonzero weight codewords give $1$-designs.
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I. INTRODUCTION

In this correspondence we describe a class of group character codes $C_q(r, n)$, defined over $\text{GF}(q)$, with parameters $[2^n, s_n(r), 2^{n-r}]$, where $q$ is a power of an odd prime and

$$s_n(k) = \sum_{i=0}^{k} \binom{n}{i}.$$  

The codes $C_q(r, n)$ are defined in analogy with the binary Reed–Muller codes and have the same parameters [2]. Moreover, as for Reed–Muller codes, $C_q(r, n)$ is generated by minimum-weight codewords, and the dual of $C_q(r, n)$ is equivalent to $C_q(n-r-1, n)$, which is the analog of the equality $R(r, n)^c = R(n-r-1, n)$.

The purpose of this correspondence is to describe this class of codes, to determine the dimensions and minimum distances, to characterize...